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1. Introduction

This is an interim report of the project Mobile Haptics, funded by Tekes. In this report the status of the project is described after 16 months of research. Also the plans for the remaining funding period are presented. Plans for the third project year will be described in another document together with budget allocations.

In this project we are studying the following main research themes:

1. Empirical psychophysiological research on the effects of haptic sensations in users, deter​mining their psychological and psychophysiological effects, and the users’ emotional state. 

2. Constructive research on applying haptics in user interfaces: how to make the best use of this additional modality. The software and hardware prototypes are tested in theme 1.

3. Applying haptics in multimodal applications, especially for people with special needs studying cross-modal presentation of information. The same or similar techniques can also be used when the sight is otherwise (over)loaded, even if the user has a normal sight. The prototypes are tested with actual users in usability studies.

4. Development and testing of new haptic actuator technologies. There are several levels of testing, some of which are covered in theme 1.

During the first year we have focused on constructing new haptic actuators, building empirical testing settings and selecting functional parameters for the actuators used, and studying them in controlled empirical studies carried out in research laboratories. We have also done several user requirement studies to help us choose which kinds of applications are developed during the second and third year of the project. Implementation of these applications has been started during the second year, and it is expected that the main contribution in constructive research will shift towards the end-user application during the beginning of the third project year. Empirical research and the related testing application development will continue also during the third year based on the needs of research questions studied. 
The research has been following the process presented in Figure 1. There are three main research activities working in parallel in the project:

· basic research activity

· constructive research activity

· application development and usability engineering activity

The two first activities are tightly coupled, as constructive research produces hardware and software prototypes and connected systems that are studied in basic research activity. Both of these research activities produce results that are used in application development and usability studies that are carried out with the actual end-users. The following sections of this research report different research activities and results in more detail. In Section 2 we give an overview of the hardware and software technology used in the project. In Section 3 we discuss the user requirement studies. Section 4 contains the status and results of current projects as well as future work. Section 5 discusses the future topics to explore in the second year and will be aimed closer towards end-user applications.
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2. Off-the-shelf technology used in the research
In this section, all of the off-the-shelf technologies used in the Mobile Haptics project are described.  The first year consisted mostly of becoming familiar with the equipment and related software, preparing test setups and applications.  After researchers learned to work with these technologies, research has been making steady progress. As most of the new technology has been used in at least one study, subsequent studies are expected to be more efficient.
Polar S810i pulse meter and WearLink31 pulse monitoring belt

The Polar WearLink31 pulse monitoring belt will be used for collecting pulse rate from subjects during experiments. Data can be collected either through the Tunturi E40 Ergometer or by the Polar software for the S810i pulsemeter. Different methods for transferring data to the data acquisition software have been studied.

C2 Tactors

The EAI's C2 vibrotactile tactors have been used for giving tactile feedback for the users in different tests that are made in the Mobile Haptics project. Tactors create a strong localized vibrotactile sensation on the body in exact position they are attached. The experiment setups may use several tactors that can be used at same time to stimulate different locations of the body and the perception of the stimuli is compared on different parts of the body. Tactors are driven with audio files and the optimal frequency for stimulation is 250 Hz.
Nokia 770

Nokia 770 is a small-sized Internet tablet designed primarily to access different Internet services such as web and e-mail. The essential element in 770 is a large and high resolution touch screen which can be used with either a special stylus or bare fingers.
Tunturi E40 Ergometer and Ainoactive software components

In the mobile user experiment in Tampere, the subjects are cycling with the Tunturi E40 ergometer, which is attached to the PC with a USB cable. AinoActive software can be used for acquiring data from the ergometer. There is an ActiveX component used in the experiment software for collecting data. Also, the Polar WearLink31 pulse monitoring belt can be attached to the ergometer to send pulse data to the PC.

E-Prime software
E-Prime software is a millisecond precise experiment generating application, which is designed for building psychological experiments. 

NeuroScan SynAmps2
NeuroScan SynAmps2 is a 64 channel hardware-software system that provides online measurement of human electrophysiological signals, including electroencephalogram (EEG), electrocardiogram (ECG), and electromyogram (EMG). NeuroScan has three sub-systems.  The SynAmps2 system contains the analog components needed to amplify low level signals and the digital components needed to digitize, digitally filter, log external events, and transfer data to a host computer.  The SCAN system provides software for acquiring and analyzing data.  The Stim2 system controls stimulus presentation, provides trigger signals, and includes a 4-button response pad.

Matlab xPC Target
xPC Target is a realtime operating system developed by Mathworks that, coupled with Simulink models, can automatically generate C code for real-time implementation of systems.  It is being used at Stanford to control experimental systems and acquire data.
3. Results of the user studies

In this section, results of three user requirements studies are presented. The user groups investigated were people in need of neurological rehabilitation, senior citizens and visually impaired people.

3.1. The results of the user requirements study
 at Masku Rehabilitation Center

In this UCR survey we wanted to know how haptic technology is and could be utilized in the field of neurological rehabilitation. There were 7 expert participants who answered our questionnaire. All the participants worked at the Masku Rehabilitation center and all currently, or in the past, had patient – therapist relationships with neurological patients. 4 of the participants answered the questionnaire online and 3 were interviewed with the same questions.  Of the 4 online participants, 2 were speech therapists and 2 were occupational therapists. The 3 interviewed were a doctor of medicine, physiotherapist and neuropsychologist. All the participants were asked the same questions on the methods and devices they have used in the rehabilitation process, their satisfaction level with these methods and devices, and problematic issues in the field of rehabilitation that could utilize haptic devices. 

After analysis of the responses, five main points were concluded.  First, according to the results there is a limited selection of devices used in rehabilitation.  Most of the existing devices are vibrotactile.  Force feedback and other haptic methods are not currently used in neurological rehabilitation although there are no known reasons preventing their use.  There could be an opportunity to develop programs that would allow patients to feel different objects and surfaces with a PHANTOM® haptic device. Also the use of vibrotactile methods could be extended. Second, multiple sclerosis (MS) patients could benefit from the haptic ball scenario more so than stroke patients. MS patients do not have any severe paralysis in their arms. Instead they have some local motor, coordination, and sense of touch deficits. With the haptic ball, they could exercise during both relapses and remissions and try to regain hand function, especially in fine motor movements. Third, none of the participants used mobile haptic devices. This severely impairs the possibility of patients to do exercises at home.  If mobile haptic devices were available, patients would be able to exercise both at the rehabilitation facilities and at home.  Currently, the possibility to exercise at home is limited.  Fourth, since there is no certain knowledge whether the methods used in rehabilitation process really work, building and testing prototypes is essential.  Fifth, there is not enough feedback in existing devices. By adding haptic feedback to different devices used in the rehabilitation process, patients could be given real time information on their progress. 

3.2. The results of the user requirements study
 with Finnish senior citizens

The aim of the survey was to find out which problems Finnish senior citizens face while using modern technology.  The survey was carried out with the help of EKL – the Finnish National Senior Citizen Association.  All the answers were collected with a web questionnaire. There were a total of 68 participants, 18 females and 50 males. Their age range 58-79 years, mean age 69 years. All the participants were retired and had at least some experience with modern technology e.g. mobile phones and remote controls. All the participants were members of a mailing list for senior citizens. The mailing list has 100 subscribers. We sent a mail to the list where we asked all the members to fill in the web questionnaire. The questionnaire was available on a web page for a period of two weeks. The questionnaire consisted of six questions and a brief introduction to haptic technology.

Questions:

· Q1: Do some physical constraints cause you extra trouble while using electronic devices?

- Under the question there was a list of devices that are typically used in every day life. The list consisted of these devices: computer, mobile phone, remote control and others 

- There was also a list of common physical constraints: vision, hearing, hand motorics and others

· Q2: Please tell us more accurately how and in what situations these physical constraints make the use of electronic devices difficult?

· Q3: Do you think that some of these constraints could be facilitated by the use of haptic technology?

· Q4: If you use some aiding devices to ease the use of electronic devices please describe how and in which situations you use them?

· Q5: Please prioritize the things you would like to do with electronic devices but are currently unable to.

· Q6: Finally, please tell us if you have some additional ideas on how to use haptic technology to ease the use of electronic devices or aiding devices.

Survey answers were analyzed by using descriptive methods. The main results were as follows: 1) Roughly a third of senior citizens refrain from technology usage due to physical constraints. This however may apply to all people with similar constraints. 2) Senior citizens hoped for larger electronic devices with larger fonts and buttons. 3) Senior citizens could benefit from haptic feedback to electronic devices. 4) The alarm noises and vibration even when combined are not necessarily loud enough for senior citizens. 5) Senior citizens want buttons that can be distinguished from each other by haptic means. 6) There is a need for standardizing different electronic devices and web pages for senior citizens.
3.3. The results of the user requirements study 
at the Finnish Federation of the Visually Impaired
Introduction

The aim of this survey was to find out what kind of problems and needs visually impaired users can have when using computers, mobile phones, remote controls and other home appliances. 

The survey was run in collaboration with the Finnish federation of the Visually Impaired (FFVI). The federation offers an electronic transmission service for email, newspapers, magazines and other publications for a growing number of 2000 users. The survey was completed by sending an electronic web form questionnaire through this transmission service to all the users. Because only a limited number of users can utilize Dos, Windows and Internet with different assistive technology the number of received questionnaires was limited. The survey is based on 30 answers. These users represent a skilled expert user group with good computer skills. This survey reveals the difficulties even the best skilled visually impaired users can have in using technology with the highest level of abilities.  

There are about 80 000 visually impaired persons in Finland; roughly 10 000 of them are blind. 80% (64 000) of the visually impaired are elderly people and about 6% (1500) are under 18 years. About 10 000 of the visually impaired in Finland are in their working-age. One third of the registered visually impaired has also some other disability or a long-term illness. 

Common data about the population

The average age of the users from this survey is 40 years, the youngest of them is 12 and oldest is 64 years. There were 19 women and 11 men. This group has no additional impairments which would have an impact on their computer use.

Practically all of the users were severely visually impaired. Most of them can see indoor daylight direction; half of them notice the location of a window indoors; one third of them can utilize strong contrasts and shapes indoors and half of them can see some forms of obstacles and identify them outdoors. Over one third of respondents can identify some colors on surfaces in some extent and see small light sources and identify this kind of colored lights. Braille is used daily by one third, while the remaining subjects use Braille less frequently. 

Computer use

The use of a computer is managed mostly “very smoothly” or “smoothly” by the group. 27 of the 30 users had more than 5 years experience in using computers and 29 users use computers frequently. 

Needs for software improvement

· Understanding graphics because it is dominating information presentation

· Comprehensive, continuous and reliable translation for reading of screen information 

· Support for solving emerging problem situations and for independent installation and learning of new devices and software

Assistive technology used with computer 

· Screen reader software (Jaws, Hal, Supernova)

· Braille displays used especially to check details of make exact choices

· Speech synthesizer used especially for reading of longer text

Computer application scenarios generated from the data

· Speech, sound and haptic support for reading of graphics or picture information; reading information from all formats, at least color, but also from format background information about e.g. contents. Including compatibility with assistive devices (information for screen reader)

Mobile phones
The use of mobile phones is managed very smoothly or smoothly by 2/3 of users and moderately by almost the remaining users. User experience with mobile phones was 5 years or more by most and used many times a day.  Assistive technology used with mobile phones are screen readers (Talks, Mobile Speak, Mikropuhe).

Needs for improvement

· Keyboard support/feedback with vibration, key size and location bigger and clearer

· Screenreader reliability with graphics and web pages, reading with Braille

· Simpler function and program structure, more stable and handy software, minimize typing failures, surfing the web 

· Moving files from one phone to another
Mobile phone characteristics scenarios generated from the data

· Context specific scalable screen keyboard with haptic and sound feedback for distinction and recognition of keys, speech support embedded for all functions, daylight sound and haptic support

· Touch of the key produces haptic feedback and sound for key recognition/ confirmation

· Specific keys producing haptic feedback when touched and pressed, combined with Braille display? 

· Braille support embedded in the phone software

· Braille cells with the new technology available as an attachable device (producer customized)

· Utilization of joystick for haptic feedback and guidance in the data in the display

Mobile phone applications generated from the data

· Support with tactile and sound feedback for reading of graphic information or finding information in graphic objects e.g. colors, alt text; screen reader for these functions? Example map applications

· Tactile map applications for comprehensive and micro environment presentation for navigation. essential information with haptics and sound, zooming, utilizing map databases like in navigators

· Mobile phone supporting navigation and orientation like in crossings or traffic circles or giving active feedback about crosswalk (left/right/forward)

· Utilization of mobile phone cameras (for colors, document identification)

· Services getting information from the network by document (advertisements, labels, movie text to speech etc) identification (EAN or electric) and thus getting e.g. advertisements or movie text-to-speech to cellular phone, this could be used also for map information

· Recognition of signs and other guiding information (e.g. bibliotec, traffic signs) by document identification

Remote controls
The use of remote controls is managed very smoothly, smoothly or moderately by 2/3 of the users. Remote controls are used daily and frequently or in some extent by 2/3 of the users. Reasons for not using a remote control were: easier use of the device buttons [this reason sounds like a reason to USE a remote control], not being able to find the control, use of vision dependent menus, pointing being difficult, and difficulty of learning to use the control.  

Remote controls improvements generated from the data

· Bigger, fewer, clearer and more broadly located uniform keys, which give feedback and are easy to recognize and learn/remember, similar in all controls

· Support for finding (e.g. sound) and directing (haptics) the remote control 

· Feedback in the control and end device of choices and functions, clear support for menus

Remote controls scenarios generated from the data

· One control device which can be used for all devices (like One for all) 

· Scalable screen keyboard with haptic and sound feedback

· Specific tactile feedback buttons or scalable screen keyboard with haptic and sound feedback when touched for key recognition

· Sound and talk feedback either in the end device or in the control supporting functions, use of menus and directing of the control

· Use of mobile phone as intelligent control device for many devices, as a special model.

Other devices

Other devices the users use daily are the laundry machine, dryer, dish washer, microwave oven, coffee machine, radio cassette recorder, CD player, Victor player, tactile watch, and other normal home appliances. 
· Mechanical are better than poor control menus and digital displays 

· Devices should give feedback about their state, e.g. by talking interface. 

· Clearer (size, contrast) markings or even marked with Braille clearer lights.

· There should be as few functions as possible avoiding complicated functions. 

Home appliances 

· Devices used: digi box, heart rate monitor, MP3, DVD, digicamera

· Devices outside home environment: bankomats, support for orientation

Scenarios of other devices generated from the data

· Home appliance managed with remote controls with one control device.

· Independent navigation and movement 

· Artificial sight like for facial expressions of other persons during discussions

· Heart rate monitor features; tactile indication of heart rate; of beeps for remarking of certain points 

· Compass giving active feedback about the correct direction or cardinal points 

· GPS-navigator giving active feedback about the route 

· Mouse giving active feedback about keys or functions, sound feedback about keys or objects

Common interface solutions to utilize multimodal or haptic information

Button characteristics applied as haptic feedback

· Variations of shapes, surface patterns or structures, bumps, uniform markings 

· Clear feedback combined with sound 

· Use of Braille and Braille displays 

· Even shortest Braille displays, like menu symbols support use of devices

· Use of vibration

· The reason of the vibration alarm should be offered e.g. in Braille 

· Use of sound

· More speaking applications, haptic does not support everyone 

· Voice/sound recognition in device  

4. Results of constructive and empirical research

In this section the research carried out in the project by now is described along with the main results gained. Many of the studies have been planned collaboratively between Stanford and Tampere, and in some cases different studies in the same theme are done at both ends resulting in joint publications. As many of the studies required extensive planning and building of testing environments, publications are submitted right now and during the latter part of the second project year. The publications written and planned will be discussed in Section 5.
4.1. Moving User Study

Jason Wheeler

The work in this area concerns haptic display for active people. Our hypothesis, based on preliminary observations, is that the perception of vibration feedback is affected by accelerations that accompany rapid movements during walking, jogging, etc.

Experiment Description

The experiment design is summarized in Figure 1. Vibrotactile stimulators (tactors) were placed on subjects’ arms and legs. Stimuli of constant frequency, duration and waveform with variable amplitude were presented to the subjects and they were asked to press a button as soon as the stimulus was detected. Eight stimulation amplitudes were presented three times each, in random order. The test was repeated while the subject was standing, walking and jogging on a treadmill. Eight subjects were tested. 

The detection percentage for each stimulus was recorded as well as the response time for each detected stimulus. 
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Figure 1: Mobile haptic display apparatus and experiment design
Results

Figure 2 shows the detection rates for the standing, walking and jogging cases when the tactor was located on the arm. As hypothesized, the detection rate at the low stimulus levels was significantly lower while the subject was walking or jogging. At high stimulation levels, all stimuli were detected. The response time was also longer in general while the subject was moving. Similar results were found for the leg though less conclusively. We hypothesized that some of the variations in the leg results were due to the stimuli being presented at different portions of the gait cycle. To test this hypothesis another experiment was performed in which stimuli were presented at specific portions of the gait cycle. We found that detection rate was lower around the event of heel strike, where disturbance accelerations at the leg are most significant (Figure 3).
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Figure 2: Percent of stimuli detected with tactor located on arm for low stimulus levels.
(Higher levels had 100% detection.)
Planned Work

The study on stimulus detection as a function of motion amplitude and gait timing will be extended with additional subjects.

In addition, we are preparing a study using skin stretch for comparison with the tactor stimulation. We hypothesize that the different mechanism of sensation will result in different results for active users and perhaps in a greater relative sensitivity at low stimulus levels. We are developing wearable skin stretch devices that can be used on the treadmill. Two different prototypes have been completed and are being tested. When the devices are ready, we will repeat the experiment described above with skin stretch. 
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Figure 3: Fraction of stimuli detected according to gait phase, for tactor on leg. Late swing includes heel strike. (All stimuli were detected at higher stimulus levels.)
Proprioceptive-type wearable haptics

The moving user experiments to date have focused on a mobile user’s ability to detect stimulation bursts that constitute an “event cue.” Event cues are useful for alerting a user but cannot relay data with any significant resolution. For other applications, it would be useful to provide analog information. For instance, in some applications such as neurological rehabilitation and prosthetics, it may be useful to feed proprioceptive information (e.g., joint position, velocity) back to the user. We are developing experiments to determine how well subjects can use skin stretch and vibrotactile feedback to perform tasks that require position or proprioceptive information. 

Current/Planned Work

The planned experiment asks subjects to use a force-controlled joystick to move cursor by a specified amount. Using a force-controlled joystick prevents the subject from using his or her own proprioceptive senses. The cursor acts as a virtual mass-damper system with a force input from the force-controlled joystick.  The inertia of the cursor varies with position in order to simulate more life-like situations.  The inertia of a robotic arm system, as well as a human arm, changes as the configuration changes.  The cursor dynamics are designed to emulate this behavior.  The position of the cursor is fed back visually and with haptic feedback as the subject is trained; during the experiment, the visual feedback is removed and the ability of the subject is evaluated with and without haptic feedback.  The types of haptic feedback provided are vibration, with constant frequency and varying amplitude, and rotational skin stretch.  
4.2. Low cost haptic feedback on rehabilitation for Stroke Patients. 

Research Assistant: Li Jiang
Context and motivation:

A lack of motivation to perform exercises is one of the biggest obstacles for stroke patient rehabilitation. One contributor to the lack of motivation is the loss of tactile sensitivity, which relegates patients to performing very basic exercises that they do not perceive as useful for daily living. According to the results from our initial surveys of 20 stroke patients at the Foothill College Rehabilitation Program (Mountain View, CA, USA), 20% had no sensation on their impaired hand, and more than 60% had distorted touch sensation. Our hypothesis is that by providing extra touch information to the patients, in addition to direct assistance in the mechanics of grasping and manipulating objects, we may expect to see an improvement in the difficulty level and complexity of tasks that patients can perform. Thus patients will be more motivated by performing meaningful exercises.

Status and procedure:  Usually in the rehabilitation process, there is a period that stroke patients only have the ability to close their impaired hands but not able to open. Patients in this period form the group that we are interested in. To achieve the goal of using the less impaired hands’ power to help to open the impaired hand, six iterations of prototype developing had been gone through (See Figure 1 and Figure 2). The latest version prototype is a system that combines hydraulic and cable components together. It is easy for the stroke patient to put on and it has a very nice smooth feeling during operation. 
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Figure 1:  Prototype I, II, IV, V from left to right
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Figure 2:  Prototype VI


Small force sensors are embedded in the thimbles so that contact forces between objects and patients’ fingers will be measured. Force information is delivered to the patients by vibration motors attached on their less impaired hands. Two different force-to-vibration mapping methods are implemented by a PIC18F4431 microcontroller. Contact force data are recorded by Labview 7.0 from National Instrument Inc. 

Ongoing research:

10 to 20 subjects will be recruited. Subjects will be required to perform a common everyday life task: grab a water cup and move it to a certain marked spot 1.5 feet away. In the mean while, the subjects are required to maintain a balanced force among index, middle and ring fingers. Three different haptic feedback modes are going to be tested. Forces that applied by the subjects on the cup, time of completion the task and the failure rate are going to be measured and used as metrics for the experiment. 

[image: image15.wmf]friction

friction

friction

friction

friction

friction

[image: image16.wmf]a “base” covered with 

non

-

slip material

a “second surface” 

covered with non

-

slip 

material

a field of skin stretch

a “base” covered with 

non

-

slip material

a “second surface” 

covered with non

-

slip 

material

a field of skin stretch

4.3. Investigation of skin stretch display

Work has continued on characterizing the effects of skin stretch, applied with a benchtop apparatus (Fig. 1) that can induce controlled magnitudes and velocities of skin stretch while measuring the resulting contact forces in the normal and tangential directions. In the most recent experiments, six different stimuli were applied to a subject’s left forearm, consisting of three different magnitudes (10, 20 and 30 degrees) and two velocities (ramps varying from 50-80 degrees/second and from 190-220 degrees per second). Subject were instructed to push a button with the right hand as soon as the stimulus was detected. Each stimulus was presented 30-40 times in random order using EPrime software from Psychology Software Tools, Inc. and reaction times were recorded using LabView 7.0, from National Instruments Inc. Subjects were blindfolded and wore sound isolation headphones to prevent detection of the stimulus by sight or sound. The duration of the button presses and the forces applied to the subject’s forearm were also recorded. A total of 13 users were tested. 

Analysis indicates that the magnitude of a rotational displacement resulting in skin stretch does influence how quickly a user reacts to the stimulus. Specifically, increasing the rotational displacement from 10 to 20 degrees, and 10 to 30 degrees decreased the measured reaction time in most test subjects. However, increasing the displacement from 20 to 30 degrees did not result in a statistically significant difference in reaction times. Increasingly the velocity of the stimulus also decreased the reaction time. Although the effect was not as large as for magnitude, it was greater than could be explained by assuming that the dependency on rate is due only to the amount of time needed for the stimulus to ramp up to a fixed threshold.

The cause of this observed relationship is currently under analysis and will be reported in a forthcoming paper. 

Planned work

The benchtop skin stretch device will be combined with a force sensing joystick and compared with vibrotactile feedback for proprioceptive motion experiments as described in the previous section on vibrotactile display for active users.
4.4. Prototypes and mockups

Grigori Evreinov

Haptic box
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The prototype of the friction stimulator consisted of the plastic box having a narrow rectangular split (36 mm  8 mm) that allow to place one or two fingertips to sense a surface of the rotation cylinder installed inside the box. It is possible to  regulate a maximum of elevation and friction force. In the current prototype the rotation cylinder was implemented as a continuous Archimedes screw. Due to restricted fingertip pressure and torque of the driving gear, the device is safe to use, while it can produce different senses stipulated by skin stretch and friction force.

Vibratory belt
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Vibratory belt can provide a complex stimulation which includes a skin stretch and vibration of the transducer. The base of transducer has the non-slipping covering. The non-slipping belt received displacements through a silicon pipe which can easily be vibrated using a micro DC motor. 

Watch-size skin stretch unit

The unit comprised of vernier-type transducer, ball bearing, worm gear and end switches.

The vernier-type transducer for touchscreen

The current work-in-progress prototype is a transparent film placed over a mobile device. Using springs, pulleys and a DC motor it is possible to produce strong haptic feedback on the device screen. 


4.5 Haptic Box Experiment

The present aim was to investigate how different haptic stimulations can affect subjective ratings when measured with various affect related bipolar dimensions. A special prototype with fingertip friction stimulator was built to produce 500 ms long haptic stimuli. The rotation style of these stimuli was varied by within stimulus burst lengths (i.e. 20, 50, 100 ms), by rotation style (i.e. continuous and discontinuous), and by rotation direction (i.e. forward, backward, forward-backward). This resulted 12 different stimulus: discontinuous forward, discontinuous backward, discontinuous forward-backward and continuous forward-backward. In all groups three different burst lengths were varied; 100 ms, 50 ms and 20 ms. 12 subjects performed first a task in which they were to identify, using a response pad, if two stimuli presented in sequence were the same or different. All possible combinations of the twelve stimuli were used to form stimulus pairs. 132 of the pairs consisted of two different stimuli and 132 pairs consisted of the same stimuli. These stimulus pairs were presented twice separated by a resting period between the blocks. 

A total of 528 stimulus pairs were presented in randomized order to the participants. Conducting the experiment including practice session and resting period, the experiment took approximately 50 minutes. Then they rated the stimuli using four nine point bipolar scales measuring the pleasantness, arousal, approachability, and dominance qualities of the stimuli. The ratings of the stimuli showed that our set of stimuli can evolve different emotional responses. Continuous forward-backward stimuli differed statistically significantly from discontinuous forward and discontinuous backward stimuli in pleasantness, arousal and dominance scale. Continuous forward-backward stimuli were rated as more unpleasant, more aroused and more dominant than those stimuli. Also, approachability was greater towards discontinuous forward stimuli than continuous forward-backward stimuli. 

In subjective evaluations continuous forward-backward stimuli and especially continuous forward-backward stimuli with 20 ms long bursts were clearly distinguishable from other stimuli. , error percentages and reaction times analysis showed a similar pattern of interaction. When rotation style was discontinuous forward, participants reacted significantly faster and made significantly fewer errors to stimuli that had 100 ms bursts than to other bursts. When rotation style was continuous forward-backward, participants reacted significantly faster and made significantly fewer errors to stimuli that had 20 ms bursts than to other two continuous forward-backward stimuli. In short, when reaction times were fast in discontinuous forward and continuous forward-backward groups, fewer errors were made. In general, reaction times were faster to stimuli with continuous forward-backward rotation style than other stimuli. Also fewer errors were made while recognizing pairs that contained continuous forward-backward stimulus. The results give a clear promise on behalf of continuing the investigations of haptics in information technology especially from the point of view of emotions and social communication in information technology.

In addition to the subjective ratings, emotionally related psychophysiological reactions to the stimuli were studied by measuring facial electromyographic (EMG) responses evoked by the stimuli. Spontaneous electromyographic activation of two facial muscles, i.e., corrugator supercilii and zygomaticus major are recorded during the experiment. The former muscle is activated while frowning (e.g., during anger or annoyance) and the latter muscle is activated while smiling. The research question was two-fold: 1) is the activity of corrugator supercilii larger during unpleasant stimuli than during pleasant stimuli and 2) is the zygomaticus major activity is larger during pleasant stimuli than during unpleasant stimuli, as as found in different types of earlier studies. In the first analyses the mean EMG activity change from the baseline (i.e. 1000 ms before stimulus onset) was calculated from 1500 ms period from the stimulus onset (0-500 ms stimulus presentation + 1000 ms ISI). The results showed that in general, zygomaticus major activity relaxed and corrugator supercilii activity was accentuated from the prestimulus baseline. However, no statistically significant differences were found in EMG responses to different stimuli within the 0 - 1500 ms period.

The experimental set-up consisted of three main components, i.e., Haptic box prototype, PC with E-Prime software (Schneider et al., 2002), and NeuroScan SynAmps2 system.

An informal figure of the experimental set-up is described in Appendix 1. E-Prime was programmed to control the stimulus presentation of the Haptic box prototype. The NeuroScan system recorded subjects’ responses, reaction times and facial EMG activity. A special cable (Appendix 2) was built in order to combine the systems. The cable was connected to the parallel port of E-Prime computer, Scan port of NeuroScan SynAmps2, and Stim Trigger port of NeuroScan Stim Audio Box. Through the cable the information of stimulus identification numbers and the information of stimulus onsets/offsets were sent from E-Prime PC to NeuroScan SynAmps2 amplifier. The information of response button pressing was sent from NeuroScan Stim Audio Box to E-Prime PC and NeuroScan SynAmps2.
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Haptic Box - Experiment 2

Analysis of the first experiment with the fingertip friction stimulator showed a high recognition rate of the stimuli (i.e., 87 %). These results were encouraging and provided a good starting point for investigating more deeply, what could be done beyond the simple event feedback with this kind of a device. In the experiment, the varying of the rotating direction (i.e., forward / backward) and the orientation of the lead screw relative to the finger (i.e., vertical / horizontal) will be studied in respect of distinguishing between four directions (i.e., forward-backward and left-right). The aim of the experiment is to find out whether it is possible to give intuitive direction information that could be used, for example, in navigation applications.

4.6. Moving user experiment

Description of the experiment

In this experiment, how well users in physical burden distinguish haptic feedback on different parts of their body will be tested. Subjects will be cycling during the experiment with a Tunturi E40 ergometer and their pulse will be monitored. The aim is to provide exercise which raises the heart rate to 110-130 beats/minute and to keep the rate as stable as possible, to ensure that all subjects are under similar physical load.

There will be four C2-actuators attached to the body of the subjects. Final positions to attach tactors are still under investigation, but the goal is to test various locations and determine if the location of tactile feedback is important.  We will vary the amplitude and length of stimuli, as well as the time between stimuli.  Frequency is fixed at 250Hz, which is known to be optimal frequency from earlier studies and is the optimal operating conditions for the tactors used in the experiment.

Subject should push a button attached to the ergometer each time the subject detects the stimulus. Recognition rates of feedbacks will be measured.

Status of the experiment

Equipment for giving stimulus has been acquired and has tested.  The actuators will be attached to the StageLine STA1508 amplifier, where all channels can be adjusted exactly.  The stimulus will be given with a PC using self made software, which randomizes stimulus and collects data. For the experiment all channels will be adjusted so that the stimuli are the same for all actuators.  The subject’s pulse will be measured with Polar WearLink31 pulse measuring belt and read for the data collecting software using both the Polar S810i pulse meter and its software, or through the Tunturi E40 and using AinoActive’s ActiveX software component.  The benefits of each are still being evaluated.  Data acquisition software will record pulse rate, given stimulus, and recognition button pushes. The software is still under development.  Currently, the software randomizes and gives stimulus to all 4 channels.  The next phase is to get the software communicating with the pulse-rate measuring devices.

Stimuli used will be 0,5 sec, 1,0 sec and 1,5 sec sine waves at 250 Hz. Amplitudes are full, 2/3 and 1/3 of maximum stimulus strength. Maximum stimulus strength (and thus minimum) will be decided by pilot testing.

Actuators will be attached to the subjects so that there will be standard contact between actuator and body and the actuators’ pressure towards skin will be same for every subject.

4.7. Tactile Braille experiment

A user survey was conducted to find out what problems visually impaired people have in using mobile devices and whether these difficulties could be solved with haptic feedback. Several of the respondents stated that using Braille in mobile devices could be helpful. Even small Braille displays might be useful in supporting use of different appliances. These Braille displays could be used to help navigation by displaying menu numbers and letters. Based on these findings we started to do research on how Braille could be used in mobile devices.

There were previous studies on how refreshable Braille displays can be created using mechanical solutions, e.g. pins moving up and down. These solutions have also been embedded in mobile devices. However, there hasn’t really been any formal research on whether or not Braille characters could be interpreted by reading only one dot at a time. This would be the case if virtual Braille dots were used in a mobile device equipped with touch screen and tactile feedback.

Previous ways to represent Braille characters were studied in trying to decide on how Braille could be read with a mobile device. The traditional way to represent Braille characters is to display 6 raised or lowered dots in a 2x3 grid. In addition, Braille writers and note takers often use six-key entry to form Braille characters. In this technique Braille dots are aligned in a horizontal direction where keys correspond to dot positions 3-2-1-4-5-6. The third technique to represent Braille, rhythm, is based on the idea of sequentially playing tactile feedback. In practice a rhythmic Braille character is formed from 6 independent feedback pulses, where stronger pulses represent raised dots and weaker pulses lowered dots.

With the current prototype version of Tactile Braille a user can test reading of Braille characters by choosing one letter or number at a time. One of the three representation techniques, 2x3 Braille grid, vertically aligned dots or rhythm, can be chosen for testing. At the moment the goal is to find basic settings for different techniques, e.g. decide on the speed of the rhythm feedback. In addition, experiments are being planned and a more sophisticated application is under development. 

Plans for testing

Above described three ways to represent Braille will be tested and compared. Two of them are based to existing layouts of Braille and one of them is a new way to represent Braille using rhythm. Because of this way to introduce a new way to represent Braille comparing them should be done in depth. This means new representation have to be taught to the subjects, so that it would not be automatically worst scenario, because it is unfamiliar. Thus several test rounds with teaching sessions are required. Also subjects should be expert users on Braille, so that there would not be too much to learn.

Planned testing sessions are five sessions and starting session for each test subject. On first time first only the representations are introduced and after that “starting point” on recognition measured. After that there will be half an hour teaching session and then half an hour test session each time. Recognition of letters will be measured each time. In results different representation methods are compared and also learning curve for each representation method evaluated. Information from learning curves can be evaluated and thus conclude if rhythm method could be learned as well as “traditional” layouts.

5. Research topics started during the second project year
5.1. A series of experimental studies on haptic language for mobile phones 

Introduction

The most commonly used haptic information in mobile devices is currently vibration. Vibration can be varied with different rhythms, pulse durations, amplitudes, frequencies and wave shapes. Based on these variations it is possible to produce different haptic stimuli. Stimuli can be steady or they can be tuned to falling or rising up in the end. With different variations of stimulus property combinations different messages for the receiver can be created. Messages can be either emotional, cognitive or possibly both. Earlier studies with different haptic stimuli and icons have found out that people can distinguish different haptic stimuli from each other, and exchange emotional and otherwise informative messages with them. Previous knowledege, for example, in distinguishing rate of frequencies can be used while designing different haptic stimuli.

In earlier studies there have been some studies with haptic languages. These languages have not been based on an existing language but researchers have designed stimuli and icons by themselves, giving them certain meanings and studied how easily people have been able to identify these artificially created messages and icons. Some of the messages have been emotional but most have conveyed cognitive information. When messages are built with care, subjects have been able to send and receive different information with haptic messaging.

In general our present aim is with series of carefully controlled experiments to find out how well people can distinguish different, at first, simple tactile (haptic) codes and interact with them. These codes may be built on an existing language like Morse code and therefore in the future some haptic language possibilities may be referred as “Morse codes”. However, the haptic language can be based on some other method or language as well – if needed, a whole new language can be built to convey information for the tactile channel. In the research there is also a need for testing whether cognitive (informational) and emotional (feelings) codes can be combined in a same message.

While building haptic language system, the mobile phone will be programmed to provide different stimuli at different lengths, amplitudes, frequencies, wave shapes, rhythms. Based on the results of these experiments we want to develop a simple, haptic language / icon system for mobile phones that can provide both, cognitive and emotional information. The use of this language is dependent on current technology. The target test group for present experiments is people who are fully functional (i.e. neurologically intact). However, in the future haptic cues may help normal users by giving additional information, situationally impaired people (i.e. people for some reason cannot look at their phones but can touch them) by giving information that may be used to complete some tasks. Finally, it can be easily foreseen that the findings of these studies can be used to help visually impaired users to complete tasks otherwise hard or impossible to accomplish.

Below a more detailed description of a first set of experiments with central importance is given.

Experiment 1

In the first experiment we want to find out how easily different haptic messages – perhaps based on the morse code – can be distinguished from each other. In this experiment subjects receive different vibrating haptic stimuli in pairs and they are asked to tell whether the messages are same or not. Reaction time, error percent and emotional content of the stimuli are measured.

In this experiment a set of stimuli is presented to subjects via a haptic device. Subjects receive two stimuli with interval of 1 sec. After receiving both of them the subjects press button box to indicate whether the stimuli was the same or not. According to recent studies a recognition rate of roughly 80% is expected. Also, reaction time can tell us which stimuli are easily distinguished from each other and which are not. This information combined with error rate can lead to knowledge on what parameters (e.g. amplitude, frequency) make distinguishing easy and which do not. Emotional content can be measured by different means. The reason for this measurement is need to know how different haptic stimuli are perceived. This helps us when we will later design some emotional icons.

Experiment 2

Certain facial muscles are known to be responsive to emotional information (Surakka, accepted). So by measuring specific facial activity and experiential responses it is possible to estimate the level of emotional meaning of haptic stimuli. On the other hand certain brain activity measures with especially auditory stimulation are known to be related to automatic change detection mechanisms, One of the best known brain measures is mismatch negativity (MMN) which is an event related potential (ERP) measured with electroencephalography (EEG). It reflects a deviance in any constant feature of repetitive auditory stimuli. It is typically evoked by simple auditory stimulus stream consisting of two (standard and deviant) types of simple brief auditory beeps. Standard beeps are repeated more often while occasionally (i.e. randomly) a somehow deviant auditory stimulus is presented in between standard stimuli. Typically there may be hundreds of standard stimuli and tens of deviant stimuli per condition. The MMN is automatic in a sense that it is elicited by changes in unattended stimuli (Näätänen, 1992; Surakka et al., 1998).

The present aim is to try to find out if haptic sensory information operates in a similar way than auditory sensory stimulation in the central nervous system. Parallel to auditory MMN in this experiment subject receives a series of nearly identical haptic stimuli. For example, the intensity of haptic stimuli can be kept the same all the time. From time to time the wave shape of the stimuli would however change. The standard stimuli could be round wave shaped and deviant stimuli square wave shaped or vice versa. Further the emotional meaning of this type of stimulations can be estimated with facial electromyography (EMG) measurements and ratings of emotional experiences.

Experiment 3

In this experiment we want to know what kind of messages can be sent and received by haptic means. A subject will study different message contents (that can be based on morse coding) and he or she is told to send and receive messages for and from another subject. We want to know how complicated messages and how fast and reliably subjects can communicate with each other.

The experimental setup would roughly go as follows. Two subjects arrive in the laboratory. Then subject 1 and subject 2 are to learn a set of haptic messages. Subject 1 sends those messages to subject 2 who receives them and writes down what he or she thinks the content of the message is. Later the roles are reversed and subject 2 starts to send the messages. In this experiment we measure error rates and reaction times which both tell us how easily different haptic messages are identified. These messages can be both, cognitively emotionally informative.

Experiment 4

In this experiment subject receives haptic messages that contain both cognitive and emotional content in a combined way. We want to know how efficient this system is and what kind of messages can be sent through this method.

First, when the subject arrives in the laboratory the haptic language is taught to the subject. Then different messages are sent to him or her. When the subject receives the message, he or she has to identify both cognitive and emotional content of the message. Reaction time and error rate are measured as in previous experiments.
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5.2. Software solution scenarios for elderly people

There have been several ideas for the software solution scenarios for the elderly people. Here are few of them. From these scenarios one will be selected and prototype software for testing developed and its applicability tested with the elderly test subjects.

Virtual tactile keypad

One of the problems with elderly people with mobile devices and remote controls is too small and poorly distinguishing buttons. This could be helped with well designed virtual keypad with tactile feedback. This kind of keypad could be modified and personalized so, that buttons are easier to distinguish. Virtual keypads could be used for several purposes with devices, where tactile feedback touch screen could be used. These kind of devices do not yet exist in the publicly available market, but aim of this research would be test applicability of virtual keypads for elderly people so the information how to design virtual keypads would be available, when consumer products with such screens will be available.

Tactile feedback used to augment mobile phone usage

Elderly have often difficulties use mobile phones. Partially this is because they feel too difficult, partially because text size is small and touch feedback from selections weak. Tactile feedback could be used for augment ordinary phone usage by giving feedback from selections, movement in the menus, button pushes etc. This could make usage of mobile phones easier, because there would be also touch feedback from actions made. This could be tested with an application, where tactile feedback is added to the ordinary phone usage scenarios.

Communication with emotions using vibrotactile feedback

Elderly are often lonely and have most of there communication with family members, which often live in another locality, with phone. Today most people use text messaging a lot and also for example grand children send text messages to grandparents. With messengers and textmessages are smileys used a lot to communicate emotions. How ever these new ways to deliver emotions with text are unfamiliar to most elderly people. However different haptic feedbacks feel different. For example “Hard” and “Angry” or “Soft” and “Gentle”. There could be added haptic emoticon smileys to the text messaging software (for example ordinary textmessages or messenger software) and such software be tested. Would text messaging be more pleasing to elderly, if there would be also emotions that can be felt?

5.3. Haptic User Interfaces, HUI

Research for looking intuitive and functional haptic components for Haptic User Interfaces (HUI) has not been done much. Most haptics research has been focusing on distinguishing and recognizing haptic effects and haptic icons, hapticons. It would be interesting to do systematic research on graphical user interface components and find out which kind of haptic components would be most describing and intuitive to understand and use.
HUI would make it possible to, not only use a device completely without sight, but also kind of “half-blind usage”, which probably would be the most common way to use haptic components. First a user would have a glimpse of the UI, and then use it by touch. This would be more suitable way to use devices for moving users or users that are occupied otherwise. It would also be more socially acceptable to “use a device at side” than focus on the device in social interaction.

From graphical components to haptic components
The basic question is how to describe existing graphical components with haptics so that they would be intuitive and easy to recognize. For example how would a static button feel compared to a pushed button. At the start it would be smart to focus on couple of most used graphical components, like buttons, scroll bars (and other sliders), windows and menus. These components would be analyzed for finding common grounds on what are the basic attributes of different graphical components and how these attributes could be described with haptics. Idea is that by recognizing attributes of the components and finding suitable haptic desriptions for them, haptic components could be described by combining these sub-parts of components. For example in a button there is a texture which defines how a button feels. A button can also be unselected or selected. It also can be pushed and an action can be triggered. A window could be moved and resized. These actions have to be felt, so that the HUI could work.
If a component has a “basic” feel, texture, which makes it recognizable, it could have separate haptic characteristics for selection, movement, resizing, moving different directions etc. There has been a lot of this kind of research on audio interfaces. This research could provide basic grounds for finding suitable haptic descriptors for user interface components and actions.
Finding answers to these research questions would require a lot of testing with different potentially good haptic effects which are based on audio interface research and basic haptic research. These effects have to be compared and evaluated so that the most describing effects for different sub-parts can be selected for basic parts of the HUI. Then different components for the HUI can be combined from these effects.
One interesting question would be to find out how much haptics could be used? How minimalistic the design have to be, so that the HUI would not be irritating for the users. One problem will likely be the fact that users do not want an interface that vibrates all the time. So with haptics the UI have to be described with as little vibration as possible.

Some parameters for few components

Here we list some parameters which could be used to build actual haptic components. This is not a complete list and some components could also be combined. Instead, it is meant to demonstrate some components and their parameters. This list could be a good starting point for research. The first task would be to recognize all the possible parameters that should be described with haptics.

Common for different components

· Texture, what a component feels like? (different for different components? How to separate those?)

· Selection. Is component selected or not?

Buttons

· Pushed button, how does it feel when button is pushed?

· Different buttons? (for example Ok, Cancel, Yes, No)

Scrollbars and sliders

· Location of a slider.

· Movement. Up, down, left right? 

· Dragging, tapping etc.

Menus

· Location in the menu.

· Movement in the menu.

· Selection of a menu item.

· Change on selection.

· Open or closed.

\Windows

· Moving the window.

· Resizing of the window.

· Many windows? Is window on top or not?
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Figure 1. The three parallel research  activities.
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