Information Expression:  Novel mechanisms for high fidelity communication through enhanced actuation and display in cellular phones

Potential Applications—What makes sense?
The main question is: What can be done (with movement and displays) to enhance the experience of cellular communication?    

As communications technologies advance, there will be a need to transmit and express more information than a simple audio signal, as is commonly practiced today with modern cellular phones.  In the future, facial expressions, body language, and the user’s environment should also be exchanged in higher quality cellular communication devices.   One can even imagine a device capable of tactile interaction.  Preliminary research has been done in these fields in the context of robotics, but the details of how these three additional pieces of information will be applied to cellular communication is still somewhat unclear.  Since cellular communication is bi directional, both the acquisition and the display of this additional information must be considered.  
Facial Expression gives us a wealth of information currently unavailable to cell phone users.  The most obvious path for capturing this information is through a camera or several cameras in the communication device.  The difficulty then arrives in the need to display this information in a realistic and useful manner.  Current technologies of video conferencing can transmit video in real time of a fixed camera, but this has not been widely implemented in cellular phones with the exception of the deaf.  For one, the technology is not ubiquitous and a majority of cellular customers lack the ability on their current phones to engage in video calling.  Still, there are some deeper issues that have prevented the universal adoption of video calling, the least of which is the necessity to set up the video camera in an appropriate location for the call to ensure that the user is ‘in frame’.  If the cellular device was equipped with some tracking software, it would relieve the burden of the user to act as both cameraman and star simultaneously.  The cellular devices ability to take over the tracking of the video camera could be implemented first in software, but in more advanced devices, by actuating the pan and tilt of the camera with hardware, and in the most progressive case, by giving the device the ability to move about the environment freely and film appropriately.  This last option would of course require enabling the cellular device with some form of locomotion, possibilities including wheels, legs, helicopter rotor, vibration drives, or other novel methods like prismatic nano walker.

The display of these facial expressions are only partially represented by video alone.  Much work has been done on artificial human face movements, and future cellular devices may well include some identifiable robot face capable of displaying the many expressions recorded on the other end of the communication.  At first, these faces will likely be standardized, but after some development, the robot face technology may allow for reconfigurablity, such that the cellular device can change its shape and mannerisms to accurately impersonate the caller.  This would be aided even further by a realistic color display projected onto the face, or imbedded in the skin of the robot/phone.

Body language could also be incorporated into future cellular devices if the phone/robot had human form and was capable of imitating common movements, like the raising of one’s arm or the bending of one’s back.  This could be accomplished via robotic methods and in fact several robots already exist that are capable of such imitation, but the moenetary and computational costs may be large and other methods may prove more suitable.  Holographic projection or another form of flexible display again come to mind.    

Recreating the environment surrounding a caller requires accounting for visual, audio, tactile, and olfactory data.  Background video and audio recording are feasible at little to no cost, and electronic nose sensors, although in the early stages of their development, are capable of detecting many gaseous chemicals and scents.  However, recreating this environment for the other person in communication is a challenging problem.  Visual projectors and speakers are the conventional solutions, but in order to gain a high fidelity of information without many screens and speakers, alternatives may be needed.  Virtual reality devices presently lack a realistic feel, but as technology improves, this method could prove to be the way of compactly and efficiently recreating a conversation complete with a common background environment. 
A final improvement in cellular technology would allow the incorporation of tactile feedback.  Face to face meetings are often begun and ended with touch, be it a kiss on the cheek or a firm handshake.  Allowing for touch information to be transmitted over a distance would do much to bring the two communicating parties closer together.  The cellular device would need a form of robot skin to enable the perception and capture of this information.  Such skins are being avidly investigated, and the incorporation of one such technology into future communications devices would provide the sensing elements nicely.  Recreating the feelings on the other side is a problem that haptics has been investigating for some time without a breakthrough success.  Save turning a communication device into a multimillion dollar android robot, it is difficult to recreate the human experience of touch.  Skin stretch, vibration, and heat are all possible feedback mechanisms to recreate these sensations at lower cost and difficulty, but as yet, they do not achieve a high degree of familiarity amongst users.  

Relevant Technologies—How do we get there?
Facial expression has a large research pool in the area of robotics:
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UCSD
Complex systems
And Cognition Lab
Flexible Displays:
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*Primarily E-ink technologies and ASU center for flexible displays.  Right now:  not color, not extensible, only folding/rolling
Tactile Robot Skin
Some previous work by Wang Zhan.  Extension of this and discussion of possible incorporation in the future of a 3 purpose multi-modal skin.  

1. Tactile Sensors

2. Artificial Muscle Actuation

3. Flexible, Extensible, Color Display

**Also some brainstorming is required on the Human-Device interface and how to make these features user friendly and functional.  
